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Approaches to Improve Accuracy of Neural Network Classification of Images Dominated by Mixed Pixels

Abstract— Often, previous knowledge about the classes on the ground may assist in the improvement of a land cover classification from remote sensing data. There are many ways in which the previous information in the form of a priori probabilities can be incorporated in the training stage of a supervised classification process. In this paper, an approach to incorporate a priori probabilities in back propagation neural network (BPNN) algorithm, by way of replicating the training data (consisting of pure pixels) of a class according to its proportional area coverage has been implemented. By doing this, the abundant classes are assigned more weights than the other classes in the image. The results show a significant improvement in classification accuracy by 20% over the case when the a priori probabilities are not included. The major limitation of this approach is that it depends on the use of pure pixels, which are often hard to find in images dominated by mixed pixels. We therefore suggest an alternative approach that incorporates mixed pixels in the training stage of BPNN algorithm. The results from this approach also reflect a significant improvement in classification accuracy by 14%. Further, both the approaches produce significantly higher accuracy than the most widely used maximum likelihood classifier (MLC). However, the second approach, which does not depend on identification of pure pixels in the image and their replication, appears more attractive to produce meaningful and accurate land cover classification from remote sensing data.
I.   Introduction

I

n recent times, use of artificial neural network (ANN) has become increasingly popular for  classification of remote sensing data. ANN is a simple structure consisting a set of processing units, interconnected with each other by weighted channels similar to a biological neuron [1].  The major appeal of ANN lies in its higher tolerance to any noise in the data, distribution free assumption, its ability to weight the importance of variables in the analysis and its capability to perform adequately in the presence of small training data set [2]. The feed forward BPNN learning algorithm is the most common algorithm in remote sensing image classification.  

 In a supervised neural network classification, training plays an important role [3]. Training data should be representative of the classes to be mapped and, in general, consist of pure pixels only. Often and particularly in coarse spatial resolution images, majority of pixels may not be pure but mixed. Therefore, it may be difficult to define a training dataset of appropriate size consisting of pure pixels only. This may result into lower classification accuracy of the neural network. We suggest two alternatives. 

First, the neural network classification accuracy may be increased with the inclusion of previous knowledge of the classes being mapped.  This may be achieved by modeling the previous knowledge in the form of a priori probabilities through assignment of more weight to the abundant classes in the region. In BPNN algorithm, this can be achieved by replicating the training samples of each class in relation to its abundance on the ground. The details of this approach can be found in [4].  Thus, the weights are modeled as a priori probabilities in the neural network classification process. 

In case of scarcity of pure pixels in the image, the second approach that may be used to increase the accuracy of neural network classification accuracy is to incorporate the mixed pixels in all the stages of the supervised  neural network classification [5] (Foody and Arora, 1996).  The successful implementation of this approach though depends on the availability of actual class composition (obtained from the ground or reference data) of a sample of mixed pixels in the image.


The aim of this paper is to illustrate the implementation of the two approaches to improve the classification accuracy of BPNN algorithm.  

Remote sensing data from IRS LISS II sensor has been used to produce a land cover classification. The accuracy of classification has been assessed using the recently introduced fuzzy error matrix (FERM) based measures [6]. For comparative purposes, the results of the two approaches have also been evaluated vis a vis those obtained from MLC.
II.   Study area and Methodology 

A portion of I I T Roorkee campus was selected to conduct the classification experiments.  IRS LISS II image (size: 56 x 57 pixels) was used to produce land cover classification consisting of five dominant classes in the area – urban (U), grassland (G), trees (T), agriculture (A) and barren land (B). IRS PAN Image (size: 336 x 342 pixels) and topographical map of the study area were used to prepare a reference map for the creation of training and testing datasets. The preparation of reference map was also assisted by field checks at several locations. The remote sensing images are shown in Fig. 1.
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Fig 1 IRS images (a) FCC of LISS II image (56 x 57) pixels (R = band 3,

 G = band 2, B = band 1) and (b) PAN image (336 x 342) pixels
To use PAN image as reference data source to derive actual class composition of the mixed pixels, an accurate registration of LISS II image to PAN image was mandatory. Therefore, these two images were registered to an accuracy of one 1/5th of a pixel using first order polynomial and nearest neighbourhood resampling procedure. The nominal spatial resolutions of IRS PAN and LISS II images are 5.80m and 36.25m respectively. In order to have proper matching of the data, PAN image was resampled to 6m while LISS II image was resampled to 36m, such that 36 pixels of PAN image correspond to 1 pixel of LISS II image. This enabled determination of the actual composition of class in a LISS II pixel. The reference map was prepared by visual interpretation of PAN image through on-screen digitization. Each pixel in this reference map was assumed pure and for which a land cover class was known. Using this reference map, actual class composition  of corresponding pixels in LISS II image were computed, such that the class compositions within a pixel  sum to one for each  pixel. Once the actual class composition were known for pixels of LISS II image, training and testing datasets consisting of pure and mixed pixels were created. All the training and testing pixels were randomly selected.  
Since, the class allocation of all the pixels in the reference map was known; proportional area coverage of each class on ground could also be known and is shown in third column of Table 1. These area coverage were used to compute the weights and hence the a priori probabilities of each class. These a priori probabilities were incorporated in the neural network classification through replication of training samples, as described in the following.  The initial training dataset consisted of 50 pure pixels per class. These training pixels were replicated to 0, 1, 2 or 3 times according to the weights assigned to each class. According to this, the number of training pixels in the new training datasets will be 50, 100, 150 and 200 pixels per class for 0, 1, 2 and 3 replications respectively. Six different training datasets were created, which indicated no replication, replication of an individual class and replication of all the classes (Table 2). In MLC, the a priori probabilities of each class were modeled directly in its formulation. The six training datasets were used to produce land cover classifications from BPNN algorithm, whereas the first training dataset was used to perform classification using MLC. The architecture of the neural network consisted of 4, 12 and 5 units in input, hidden and output layers respectively. The learning rate and momentum factor were set as 0.15 and 0.20 respectively.
Table 1: Area coverage, weights and replications 
	Class
	Area coverage (reference map) 
	Weight Assigned
	Number of Replications

	U
	32%
	0.32
	3

	G
	28%
	0.28
	2

	T
	12%
	0.12
	1

	A
	20%
	0.20
	2

	B
	8%
	0.08
	0


To implement the second approach, given that the actual class composition of pixels was known, the mixed pixels were incorporated in the training stage of BPNN algorithm by directly assigning their class composition in the units of the output layer. In MLC, mixed pixels were incorporated its training stage by computing, fuzzy mean and fuzzy variance covariance for each class [7]. Both the algorithms were used to produce land cover classification using a training sample size of 50 pixels each consisting of only mixed pixels. The architectural and learning parameters of BPNN was kept same as before. 

The classification accuracy was assessed using FERM based overall accuracy measure. The detail formulation of FERM and its measures can be found in [6]. The testing data set consisted of 100 pixels per class to evaluate the performance of all the land cover classifications. 

  Table 2: Training set sizes for different experiments (Note: Rep stands for replication)
	Class
	Training data set 

	
	No

Rep
	Repof U
	Repof G
	Repof T
	Rep of A
	Rep of all classes except B 

	U
	50
	200
	50
	50
	50
	200

	G
	50
	50
	150
	50
	50
	150

	T
	50
	50
	50
	100
	50
	100

	A
	50
	50
	50
	50
	150
	150

	B
	50
	50
	50
	50
	50
	50


III.   results and discussion

Initially, the first training dataset (i.e. 50 pure pixels per class) was used by both classifiers to produce land cover classifications. The overall accuracy was obtained as 60.80% and 63.20% for BPNN and MLC respectively. Thereafter, a priori probabilities were introduced in the classification process, as described earlier. The accuracy of classification from BPNN algorithm for different training datasets (with and without replications), indicating incorporation of a priori probabilities, are given in Table 3. It can be seen that the replication of each class has resulted in an increase in classification accuracy.

 Table 3: Overall Accuracy of BPNN classification produced from different training datasets

	Classifications
	Overall Accuracy (%)

	Case 1 (No Replication)
	60.80

	Case 2 (Replicating Class U)
	64.00

	Case 3 (Replicating Class G)
	68.67

	Case 4 (Replicating Class T)
	66.00

	Case 5 (Replicating Class A)
	76.00

	Case 6 (Replicating all classes)
	81.00


The maximum accuracy (i.e. 81.00%) has been achieved when all the classes are replicated. Thus, an improvement in accuracy of the order of 21.00% has been obtained.  This highlights the importance of including priori probabilities in training stage of BPNN algorithm, when the image is dominated by mixed pixels and appropriate number of pure pixels is hard to find. In the other approach, when mixed pixels are incorporated throughout the process of BPNN classification, the accuracy improved to 74.83% thereby signifying an increase of about 14%. Thus, both the approaches can be adopted to improve the quality of neural network classification. The comparison of BPNN algorithm with MLC (Table 4) also shows that the former has performed exceedingly better than the later using the two approaches implemented in this paper. The reference map at 36m resolution is shown in Fig. 2. The six land cover classifications produced from BPNN and MLC are shown in Fig. 3
Table 4: Comparison of Accuracy between BPNN and MLC for both approaches

	Classification
	MLC
	BPNN

	Without any replication
	63.20%
	60.80%

	First approach (Inclusion of priori probability) 
	66.40%
	81.00%

	Second approach (Incorporation of mixed pixels)
	65.45%
	74.83%


Further, the individual class accuracies (i.e., user’s and producer’s accuracy) of all the classes mapped from BPNN algorithm, (Table 5) are also increased by implementing the two approaches. This amply demonstrates the improvement in accuracy of classification of BPNN when either a priori probabilities via training data replication are incorporated or the mixed pixels are included in each stage of classification.
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Fig 2.  Reference map at coarse resolution (56 x 57) pixels.
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Fig 3. Classified Images using MLC and BPNN 
(a) Without any replication

    (b) First approach (Inclusion of priori probability)

  (c) Second approach (Incorporation of mixed pixels)

Table 5: Individual Class Accuracies from BPNN Classification

	Accuracy
	Classification with original  training data
	Classification using first approach 
	Classification using second approach. 

	User’s Accuracy

(%)
	U
	60.00
	84.00
	83.63

	
	G
	34.00
	66.00
	71.36

	
	T
	72.00
	90.00
	86.44

	
	A
	52.00
	80.00
	64.80

	
	B
	86.00
	88.00
	86.33

	Producer’s Accuracy

(%)
	U
	61.22
	84.00
	69.27

	
	G
	38.64
	75.00
	71.05

	
	T
	80.00
	91.84
	78.18

	
	A
	42.62
	70.18
	73.90

	
	B
	84.31
	88.00
	86.55


IV.   conclusions

In this paper, two approaches for improving the classification accuracy of BPNN classifier have been examined. The incorporation of a priori probabilities in BPNN (first approach) and the effect of including mixed pixels in all stages of supervised classification (second approach) have been assessed. The results show that an increase in classification accuracy of the order of 20% can be achieved by implementing the first approach. Whereas, using the second approach the accuracy has increased by 14%. Thus, both the approaches result in significant improvement in classification accuracy. Further, these accuracies are significantly higher than those obtained from MLC, implemented with and without a priori probability. However, the second approach, which does not require pure pixels in the classification process thereby relieving the burden of identifying them, appears to be attractive to produce meaningful and accurate land cover classification from remote sensing data. 
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